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ABSTRACT

This document reflects the status of the calibration of the OM instrument on board
XMM-Newton. Instrumental corrections such as coincidence loss, time dependent sensi-
tivity degradation, spatial distortion, fixed pattern noise, point spread function etc., are
described. The instrumental photometric system is defined as well as transformations to
the standard Johnson UBV. An AB system is also defined for all optical and ultraviolet
filters. We show that a photometric repeatability within 3% RMS can be achieved with
the OM. The astrometric accuracy is about 1 arcsec. Count rate to flux conversion factors
have been derived based on observations of spectrophotometric standard stars. Both UV
and optical grisms have been calibrated in wavelength and in flux. The impact of the
reduced sensitivity ’Jupiter patch’ is described. With the exception of the Jupiter patch,
all corrections and calibrations are implemented into SAS. A summary of the errors of
the calibration is given in Appendix B.

The main updates in this release compared to the previous issue 7.0, are in sections 2.1,
2.2, 3.4 and 7.3.
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1 Introduction

The Optical Monitor extends the spectral coverage of the XMM-Newton observatory into
the UV and optical, thus allowing the possibility to test models against data over a
broad energy band and importantly, therefore, enhancing the achievable XMM-Newton
science. It can provide arcsecond resolution imaging of the whole field of view and can
simultaneously zoom into a small area to provide timing information. Six broad band
filters allow colour discrimination, and there are two grisms, one in the UV and one in
the optical, to provide low resolution spectroscopy.

A description of the instrument and some operational guidelines can be found in the
XMM-Newton web pages:

https://www.cosmos.esa.int/web/xmm-newton/technical-details-om

https://xmm-tools.cosmos.esa.int/external/xmm_user_support/
documentation/uhb/

More detailed information about the OM can be found in Mason et al. (2001). This
report summarizes the OM calibration. The instrumental corrections are described. The
OM photometric system is defined and its relation with the Johnson UBV standard is
established. An AB system, particularly useful for the UV range is also defined. Count
rate to absolute flux conversions are also defined for all filters, based in observations
of spectrophotometric standards. These standards are used to define the absolute flux
calibration of the grisms too.

Almost all the corrections as well as the calibration are implemented into SAS 21.0.
However the methods, algorithms and implementation details are not the purpose of this
document. Readers interested in a SAS description should refer to the corresponding
guide and on line documentation at

https://www.cosmos.esa.int/web/xmm-newton/sas

2 Instrumental corrections

2.1 Dark count rate

The dark frames are long exposures (4000 seconds) obtained in full frame configuration
(low or high resolution) in the Blocked filter wheel position.

The dark count rate is very low, of the order of 0.0004 count/s/pixel and its variation
across the detector is of the order of 7%. Figure 1 shows the mean dark count rate
as a function of time, which is being monitored routinely. Sometimes dark frames are
obtained serendipitously when OM cannot be used scientifically due to the presence of
bright sources in the field of view. The large outlier values visible in Figure 1 may be
produced in these cases - the largest outliers correspond to observations containing bright
optical sources. The cause of the long term variation is unclear but the apparent cyclic
behaviour is broadly consistent with the 11-year solar cycle, the peaks of the dark count
aligining, approximately with the troughs of the solar cycle. .



2

- esa

(\

\

_—

Document No.:

XMM-SOC-CAL-TN-0019

\\\gf european space agency Issue/Rev.: 8.0
\ agence spatiale européenne ; ’
Date: 27 September 2023
XMM Science Operations Team Page: 2
0.00085
S 0.0007'5 + +
w L
4 ! +
.g 0.0006'; o + N N + +
Q L + +
) 5 * * + #
€ 0.0005; R N A
= 3 + + + = +
T Rt VR
[ + +
~ 0.0004¢ + T +
g A gﬁb ﬁ&:ﬁ* ::gf * ﬁ‘t@
- E o+ #
c 0.00037 ‘. e ¥
o F 4 ¥
= i +
0.0002¢
00001
0 1000 2000 3000 4000
Revolution

Figure 1: The mean dark count rate as a function of time, up to revolution 4350 (2023 Sep 09).

2.2 Flat fields

Flat field exposures are obtained also in full frame configuration (low or high resolution)
with the filter wheel in Blocked position. A LED illuminates the back of the filter and
the reflected light goes into the detector.

The LED illumination provided a count rate of 0.0078 count/s/pixel at the start of the
mission, though it is not a uniform illumination. The mean count rate in the central part
(107 x 10”) of the detector as a function of time is shown in Figure 2. Super-flat fields
have been produced during the life of the instrument. They typically include more than
80 hours of flat field time, therefore reaching the 2% statistical level. The comparison of
these super-flats shows us that there are no large-scale (multi-pixel) areas of degradation
on the detector, other than the Jupiter patch (see section 2.2.1).

After removing the illumination signature, the super-flat can be used to measure pixel to
pixel non-uniformity caused by small-scale variations in the detector sensitivity over the
field of view. The results of the photometry indicate that the pixel-to-pixel variation is
less than 5%. Current SAS uses a unity flat field, since it does not affect the accuracy of
the results by more than a few percent, except where sources are affected by the Jupiter
patch.

2.2.1 Damage by the Jupiter observation in revolution 3224

On 2017 July 16 and 17 (revolution 3224), the OM was erroneously used during an XMM-
Newton pointing of Jupiter (observation 0801930901), in which the planet was imaged
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Figure 2: The mean flat field count rate in the central part (10” x 10” ) of the detector as a
function of time, up to revolution 4350 (2023 September 09).
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with the V-band filter instead of the blocked filter.

As a consequence, the detector was exposed to over 2 x 10® photons/s during two, 4ks
exposures, and suffered lasting damage to a small area. The damaged region is broadly
elliptical in shape, covering some 19750 pixels (about 0.5% of the full detector) - see
figure 3. It is centred (in unbinned pixels) at about 1110,910, with major and minor
axes of 208 and 118 pixels (=~ 105 and 60 arcsecs), respectively, and these pixels are
identified in the bad pixel CCF (see section 2.3). Currently, during OM SAS processing,
sources in the Jupiter patch, as defined in the bad pixel CCF, are only flagged (only for
epochs > revolution 3224); they are not corrected for the loss of sensitivity. The effect of
the damage is wavelength-dependent, being deepest in the V band, with measurements
indicating a residual throughput, at the centre of the patch, of some 62%, 77%, 80%,
86%, 86% and 82% in the V, B, U, W1, M2 and W2 filters respectively. It should be
noted, as discussed further in section 3.4, that the region of bad pixels defined for the
Jupiter patch in the CCF does not, in fact, cover the entire affected region. The pn
boresight, where most targets are observed, lies slightly outside the currently defined
Jupiter patch badpixel region but within the shallow, outer parts of its wings, and suffers
some reduction of sensitivity. The degradation in the Jupiter patch, particularly at the
pn boresight location, is regularly monitored via observations of standard stars. Current
data suggest the degradation is stable. Options for fully characterising and correcting for
the degradation are being considered.

o 4
N

5 310 615 924 1229 1537 1842 2147 2456 2761 30

Figure 3: Full frame flatfield image from a stack of flats taken after revolution 3224. The Jupiter
patch can be seen as the dark elliptical region near the centre
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2.3 Bad pixels

The OM CCD has a usable area of 256 x 256 physical pixels for science observation.
The detector achieves a large format of 2048 x 2048 sub-pixels through a centroiding
technique, which measures the position of incident photons with a resolution of 1/8 of
a physical pixel (see XMM-Newton User Handbook for details). From the super-flat
mentioned above, we are able to recognize bad pixels. Moreover, some observations on
very extended objects, such as comets, are used to identify low sensitivity pixels.

Figure 4 shows a bad pixel in the detector (x,y) = (866, 176), and Table 1 shows the
coordinates of the bad and low sensitivity pixels (position of the central sub-pixel of the
affected area). Their spatial distribution can be seen in figure 5. The origin for OM bad
pixel coordinates is (1,1) and the size is (2048,2048). In general, the OM detector is good,
with few bad pixels. These bad pixels have been recorded in the bad pixel CCF, and data
taken in the area of bad pixels are flagged by SAS as being of potentially poor quality.
The elliptical patch near the centre is the Jupiter patch which is discussed in section 2.2.1.

Figure 4: A bad pixel (x,y)=(866,176) can be seen clearly from the super-flat frame
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Figure 5: Distribution of bad pixels and low sensitivity areas in the OM detector
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Table 1: OM bad pixel coordinates

X Y Description Size (sub-pixel)
396 1426 low sensitivity patch 31 x 31
860 1056

1128 1326

1320 1030

1394 1670

159 1112 dead pixel 9x9
199 365

866 176

1680 28

1869 412

909 540 hot pixel 9x9
1180 668

1340 396

1459 155

59 1925 low sensitivity pixel 9x9
154 1557

155 779

173 1692

252 1619

285 1420

435 558

492 965

557 1510

571 949

644 794

690 224

693 955

710 1484

738 1090

794 692
1092. 1002

1132 1749

1197 1796

1243 140

1459 1750
1598 1607

1974 242
1778 701
1110 910  Jupiter low sensitivity patch 208 x 118
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2.4 Operational modes, source detection and count rate

The Optical Monitor has two basic operational modes known as “image mode” and “fast
mode” which can be used simultaneously or not.

OM image mode science data are provided as “images”, i.e. bi-dimensional arrays in
which the X & Y coordinates correspond to pixel position in the detector (sub-pixels as
defined in Section 2.3) and the value or counts is the number of events registered in the
pixel.

In fast mode the science data come as a list of events, namely photon detections defined
by their arrival times and the pixel positions (X & Y coordinates) in the detector. Fast
mode data can be integrated in time to obtain an images of the area where they are
recorded.

In both modes, since the detector is a photon counting device, the intensity of the source
is given by the count rate rather than the total number of detected events.

Measuring the photon energy coming from the possible different sources in the OM field
of view first requires identification of the sources in the image or the event list. Due to
the effect of the PSF (see Section 2.6) the size of the source will be of several pixels,
whose counts have to be added up to compute the count rate of the source. After finding
the sources, their count rates in OM are determined by aperture photometry. A circular
aperture of 12 sub-pixels radii (circa 6 arcsecs on the sky) is usually adopted for the U, B
and V filters. For the UV filters the aperture has 35 sub-pixels radii (17.5 arcsecs on the
sky). When a source is found the total number of counts in the aperture is computed.
Then an annular region around the aperture is used to compute the background. The
knowledge of the PSF allows us to measure properly the source count rate, even in case
of crowded fields. All this is accounted for in SAS.

It is worth noting that the calibration of OM is related to the way in which the count
rate of the sources is measured. Using different methods or even different aperture sizes
may have an impact on some of the corrections described here and on the calibration
parameters.

2.5 Coincidence Loss

The loss of counts through coincidence occurs whenever more than one photon arrives at
the CCD in the same place within the same frame. For the 20th magnitude stars, OM
coincidence losses are negligible. Losses become significant for a point source at a count
rate of about 10 counts/s (about 10% coincidence). Coincidence losses for point sources
can be measured empirically if one observes the same stars with the OM as well as from
the ground. In this way, one can obtain the coincidence loss fraction

RT‘CLUJ

F(Rquw X tf) - Ripue % (1 — df) (1)
where R,., is the count rate measured by OM, Ry, is the true count rate from the
ground-based observations, t; is the OM CCD frametime and d; is the ratio of the CCD
deadtime to the frametime.
We have compared the OM and ground measurements of ~ 400 stars to derive an empirical
correction to this coincidence loss. Figure 6 shows the theoretical (red line) and empirical
(blue line) coincidence loss correction curves superposed on flight data.
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Figure 6: Theoretical (red line) and empirical (blue line) coincidence loss correction curves
superposed on flight data.

As the empirical curve is not very much different from the theoretical one, it is reasonable
to fit not F itself but the ratio of the empirical curve to the theoretical one. Thus, the
empirical coincidence loss correction will have the form

111(1 — Rraw X tf)
ey Fraw 1) e

where the best polynomial fit for f(z) (0 <z <1)is

Rcorr = -

f(x) =1.0+0.076 x x — 0.144 x 2> + 0.638 x 2® — 0.570 x 2* (3)

Note that the coefficients are ag = 1.0, a3 = — Zfbﬁ a,, which follows from the adopted
condition that f(0) = f(1) = 1.0.
This empirical correction has been incorporated into the SAS.

2.6 Point Spread Function

The OM point spread function (PSF) was measured in detail in the early phases of the
operational life of the instrument. It is radially symmetric in shape, and its width depends
slightly on the brightness of the source. Average FWHM values are 1.35”, 1.39”, 1.55”,
2.0”7, 1.8” and 1.98” for V, B, U, UVW1, UVM2, UVW2, respectively (see Figure 7).
Since an analytical fit was very difficult, especially in the wings, we have measured the
PSF using the method of the curve of growth (percentage of counts contained within a
certain radius). The difficulty of this method is to find a number of stars of different
brightness spread over the field of view, and sufficiently isolated. Using Daophot in
our PSF analysis, we have derived for each filter, a set of PSFs dependent on count to
framerate ratios (CFRR), a way of measuring the brightness. The PSF is incorporated
into the SAS, through the corresponding CCF.
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Figure 7: OM PSF in different filters average for different CFRR, the pixel scale is 0.4765” on
the sky.

Some operating modes of OM allow the user to bin the obtained images (or observing
science windows in the detector) normally 2x2 in X and Y. This produces a slight degra-
dation of the PSF, as can be seen in Figure 8.

The photometry performed with SAS on OM images gives, as a by-product, the FWHM
of the detected sources in the field of view. These results have been used to draw the
above mentioned Figure 8. They illustrate, as well, the stability of the PSF over the life
time of the mission, as shown in Figure 9 where two different OM pointings performed
with five years interval are compared. Extended objects present in these figures are clearly
identified since they deviate from the linear trend.

2.7 Distortion

The OM telescope optics, the filters and the detector itself, all contribute to a certain
amount of distortion in the final image. At the edges of the field of view, shifts of up
to 20" are seen (see Figure 10). The distortion map for the U filter has been derived by
comparing the actual and predicted positions of 813 stars in the OM calibration field of
G153.

The map can be used to correct position to a level of about 0.7 arcsecs RMS error.
Analysis has shown that the offsets between source position measured in the different
filters are reduced when applying the U filter based distortion map to all filters. This is not
surprising, since the main components of the distortion are due to the photocathode and
to the fibre taper that are part of the detector and therefore they are filter independent.
This distortion map is used in the SAS for all filters. We should point out that the
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Figure 9: The OM PSF at two different epochs

source positions determined by SAS are based on the satellite attitude information and,
therefore, can be a few arcsecs offset from the real positions due to the spacecraft pointing
error.

The SAS allows the user to perform a cross-correlation with an existing catalogue (e.g.
USNO) to further reduce the astrometric uncertainties. Table 2 gives statistical results
obtained on more than two thousand observations processed with SAS.

When using the grisms, there is an additional distortion accompanied by a translation of
the zero orders with respect to the position in the direct image.

Observations of the Sco X-1 field with the V filter and both grisms have been used to
derive a polynomial fit to this combination of distortion and translation. This allows
us to map the positions of the observed zero orders with respect to the direct image and
therefore to compute the coordinates of the sources corresponding to the observed spectra.
This is important in the case of field spectroscopy when, by using the OM detector in
full frame configuration, the spectra of all sources in the field of view are registered. The
accuracy of the obtained coordinates is better than 20 arcsecs RMS.

The geometric distortion correction for images obtained with the filters, as well as the
additional one affecting the grisms have been included in the OM_ASTROMET CCF.
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Figure 10: This is a 5th order polynomial fit to the distortion measured from star positions,
exaggerated 4 times.

Table 2: Astrometric accuracy obtained with SAS

mean offset (arcsec) standard deviation (arcsec)
Right Ascension -0.36 1.5
Declination 0.54 1.6
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Figure 11: Local gradients vs. Statistical noise. Left: rev. 212, right: rev 338. The crosses show
the scale of the offset pointings. The radii of the red circles reflect the statistical uncertainty on
the count rate differences at each point while the arrows indicate the magnitude and direction
of the mean difference of the 4 offsets pointings from the central one.

2.8 Large scale Sensitivity variation

The first search for possible large scale sensitivity variations was based on two sets of
offset observations of the field EXO 0748-67 in V filter obtained in rev. 212 and rev.
338. In addition to the central pointing, there were 4 additional pointings shifted to the
North, South, East and West by 2 arcmins. In the first observations the exposure time
for each pointing was 1000 seconds, and in the second set it was 4000 seconds. These data
allowed us to measure local sensitivity gradients and combine them together to obtain
a CCD sensitivity map. Five measurements for every star were used to determine the
local gradients, whose values and directions are shown in Figure 11 as arrows. Circle
radii reflect the value of the statistical error for each star. If the local gradient is larger
than the statistical error, the arrow must be longer than the radius of the corresponding
circle. Even if the local gradients are smaller than Poisson errors but systematic, we
would see similar orientation of arrows in some areas of the plot. This is not the case,
the directions of the arrows seem to be chaotic. Also, if one compares the directions of
the gradients in the same areas of the CCD in two observations, one finds no similarity.
These results tell us that large scale sensitivity variations, if present, are smaller than the
current photometric accuracy of observations and do not exceed a few per cent.

Another way of looking at these data is presented in Figure 12 where the observed count
differences for every star measured in different (offset) exposures are compared with the
statistical noise of the stellar count rate. The data in this figure were obtained in Rev. 854
following the procedure used in Rev. 338 with similar offset pointings in the field of EXO
0748-67. The plot shows the inter-comparison of different exposures and the fact that the
distribution of points follows the line (0,0-1,1) indicates that any large scale variation is



S
\\\\\&\\\E\i{%ﬁ epspa gency Document No.: XMM-SOC-CAL-TN-0019
\ = european space agenc Tssue/Rev.: 20

agence spatiale européenne
Date: 27 September 2023
XMDM Science Operations Team Page: 14

=
I

Table 3: OM observations of SA95-42

Rev. Obs. Id R.A. Dec. Pos. angle Prime Date Obs Filters
(hours)  (degrees)  (degrees)

407 0154150201 3.8955555 -0.075833 261.8 OM  2002-02-27 VBUL S

759 0134921001 3.8954638 -0.075833 251.9 OM  2004-01-31 V ULMS

1051 0134921101 3.8954638 -0.075833 82.9 OM  2005-09-05 VBULMS G1G2
1227 0410780201 3.8954638 -0.075833 76.7 R1 2006-08-22 VBULMS

1408 0410780401 3.8954638 -0.075833 75.3 R1 2007-08-18 VBULMS

1587 0410780601  3.8954638 -0.075833 72.6 R1 2008-08-09 BULMS

1775 0134921201  3.8954639 -0.075833 80.0 OM  2009-08-18 VBULMS G1G2
1952 0410780701 3.8954639 -0.075833 717 R1 2010-08-07 VBULMS

Note 1  Prime pos: OM=(1024, 1024), R1=(1091, 975)
Note 2 Filters: V, B, U, L(UVW1), M(UVM2), S(UVW2), G1(grism UV), G2(grism V)

of the order of the statistical noise.

Confirming the absence of large scale sensitivity variations during the full life of the
instrument, as was done before, requires setting up observations that consume a lot of
observing time. However, the same goal can be achieved if we compare observations of
the same field at different epochs, obtained with different position angles and different
boresights (provided by the choice of different prime instrument). In this way we test
possible variations due to both, large scale sensitivity variations and time. We have
selected several observations of the standard calibration field SA95-42 and again some
more data of EXO 0748-67 obtained from the XSA.

Table 3 and Table 4 give the observations of the SA 95-42 and EXO 0748-67 fields, used to
extend the study of large scale sensitivity variations. In particular, the use of observations
obtained with very different position angles allows us to study variations over larger scales
than the ones obtained by offset pointings.

In Figure 13 we show the comparison of observations of SA95-42 with combinations of
different position angles and offsets obtained regularly between Revs. 407 and 1587. The
results shown in Figure 12 are confirmed here.

More recent confirmation is shown in Figure 14, where three sets of observations of both
EXO 0748-67 and SA95-42 are compared in the same way. The fact that the comparison
shows that the differences in count rates of all stars are of the same order than the
statistical error, confirms the validity of the time sensitivity correction and that large
scale variations are of the same order as the errors of the photometry.

The SAS assumes no large scale sensitivity variation and this should not degrade the
accuracy of the OM data.

Breeveld et al (2010), have found sensitivity variations of up to 9% on very large scales
(8-10 arcmins) in the UVOT on board SWIFT. The UVOT has a very similar detector
to OM, therefore their finding suggests that the same might occur in OM. It is a goal
to extend the analysis for the OM, using more fields and the same techniques described
before, to more tightly quantify any such variations in our instrument.
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Figure 12: Observed count rate differences in the offset observations of the EXO 0748-67 field
versus statistical noise. Filter V. Revolution 854.
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Table 4: OM observations of EXO 0748-67

Rev. Obs. 1d R.A. Dec. Pos. angle Filters Position
(hours) (degrees)  (degrees)

212 0134561201  7.807 -67.75 200.1 \Y onaxis
212 0134561401  7.807 -67.78 200.1 A% off3
212 0134561501  7.813 -67.75 200.0 \Y off4
212 0134561301  7.801 -67.75 200.2 A% off2
212 0134561101  7.807 -67.71 200.1 \Y off1
338 0134562401  7.809 -67.79 83.3 \Y% off3
338 0134562501  7.815 -67.75 83.2 A% off4
338 0134562201  7.809 -67.72 83.3 \Y% offl
338 0134562301  7.804 -67.75 83.4 A% off2
338 0134562101  7.809 -67.75 83.3 \% onaxis
854 0134562801  7.809 -67.72 20.2 \Y% off1
854 0134562901  7.803 -67.75 20.3 A% off2
854 0134563001  7.809 -67.79 20.2 \% off3
854 0134563101  7.815 -67.75 20.2 A% off4
854 0134562701  7.809 -67.75 20.2 \% onaxis
986 0212480501  7.809 -67.75 281.9 VBULMS  onaxis
1698 0605560401  7.809 -67.75 240.6 U onaxis
1927 0651690101  7.809 -67.75 330.0 U onaxis

Note 1 Filters: V, B, U, L(UVW1), M(UVM2), S(UVW2)
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Figure 13: Observed count rate differences in observations of the SA95-42 field versus statistical
noise.
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Figure 14: Observed count rate differences versus statistical noise in observations of EXO 0748-
67 and SA95-42.

Table 5: Levels of different OM background contributors.

Background source

Occurrence

Count rate range

Diffuse Galacticl2
Zodiacal2

Average dark count rate!?

all directions
longitude 90° % 20°
all directions

0.214-7.968x10~°
0.169-5.611x10~6
1.02 x 1073-1.60 x 1073

Note 1 rates in unit cts/s/arcsec?
Note 2 maximum in White filter minimum in UVW2
Note 3 dark count rate increased after rev.800

2.9 Background

The sources of background illumination in OM are zodiacal light, diffuse galactic light and
internal noise (dark current). The zodiacal light dominates the background in the optical,
while in the bluest UV filters the intrinsic detector background becomes important.

A detailed study of the OM background can be found in Poole (2006). A summary is
given in Table 5.

The mean sky background count rate has been estimated in each of more than 58000
OM images, after excluding pixels with flagged quality issues and statistically clipping
brighter outlier pixels from the images. The average background count rate values for all
OM filters for revolutions between 500 and rev 3657 are given in Table 6. In the UVM2
and UVW2 filters (and, to a much lesser extent, the UVW1 filter), the background shows
a prominent variation with time, which closely follows the variation of the dark count rate
(see section 2.1), which indicates the dark count rate represents a substantial component
of the background level in these filters.

Table 6: The background count rate in unit cts/s/arcsec?

Filters Vv B U UVW1 UVM2 UVW2 V Grism UV Grism White

0.0209 0.0325 0.0131 0.0042 0.0019 0.0016  0.1217 0.1064 0.0691
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Figure 15: This image of the SA95 field in the B filter highlights three scattered light features
seen in OM images: (i) an out-of-focus ghost image (”smoke ring”) of the bright star, caused by
an internal reflection of the star light from the detector window, can be seen, radially displaced
to the upper left of the bright star, within its PSF halo; (ii) extended elliptical loops caused by
scattering of light of bright, off-axis (12.1-13") field stars by the detector housing; (iii) a central,
diffuse doughnut due to off-axis background light scattering off the detector housing.

2.10 Straylight

There are two causes for the straylight appearing in the OM images. First, there is an
internal reflection of light within the detector window, which produces an out-of-focus
ring (“smoke ring”) image of a bright star displaced in the radial direction away from
the primary image. The second effect is due to the reflection from part of the detector
housing, of off-axis starlight and sky background lying between 12.1 and 13 arcmins from
the center of the field of view. The reflected star light causes low-intensity loops and
streaks in the image, while the reflected background produces a diffuse annular pattern in
the center of the image. Besides these two well-known straylight features, we also find a
few small features in the corners of the images which could be mistaken for real sources.
Since SAS uses aperture photometry to measure the source flux or magnitude, straylight
only increases the local background, thus reducing the sensitivity, but it does not affect
source detection and magnitude too much. This can be seen from Figure 15 which is an
OM observation of the SA95-42 field in the B filter. The standard star (SA95-42) at the
center is just in the position of the bright straylight ring. Stetson (Stetson, 2000) found
its standard V and B magnitudes are 15.606 and 15.392, and we obtain V=15.62 and
B=15.50 from OM observations.

2.11 Fixed patterning

Fixed patterning (also known as modulo_8 noise) is a side effect of the centroiding of the
photon splash on the CCD resulting from one photon incident on the front end of the
detector. As explained in Section 2.3, by centroiding, the 256 x 256 real CCD pixels
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Figure 16: A portion of a flatfield image that highlights the regular (8-pixel) modulo-8 fixed
patterning effect that arises from the imperfect onboard event centroiding process

are “converted” into 8 x 8 sub-pixels, giving a 2048 x 2048 final frame. The centroiding
algorithm, applied in real time, produces ”pixels of unequal sizes”. To correct for this
effect, we use a lookup table that cannot take into account variations in photon splash
shape over the surface of the detector, thus producing a pattern that repeats on an 8 x
8 sub-pixel grid - an example of the effect is shown in figure 16. However, the average
modulo 8 noise can be measured from the background sky, and then the counts may
be re-sampled based on the true pixel sizes, as is done in the SAS modulo-8 correction
routine. This is possible where there are sufficient counts to determine the resampling
but in some cases, more typically affecting UV exposures, the statistics are insufficient
and the modulo-8 correction cannot be performed.

3 OM simulations, Throughput, Effective Area and Zero-points

3.1 In-flight throughput and time sensitivity degradation

The photometric throughput of the OM has been monitored regularly throughout the
mission (the throughput of the grisms is discussed in section 7.3). Initially, this was
achieved via systematic observations of standard stars, whose spectral energy distributions
are well known. However, since 2017, the analysis has been based on use of a subset of
stars extracted from the OM Serendipitous Ultraviolet Source Survey (SUSS) catalogues
(Page et al., 2012), which have at least 6 observations and whose count rates, corrected
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Figure 17: The normalized count rates of OM as a function of time for the ’constant’ stars in
the SUSS4 catalogue. The red curve is the best fit to the SUSS4 data while the blue dashed
curve is the fit to the preceding SUSS3 catalogue data.

for the degradation determined in the previous analysis cycle, are deemed 'constant’. The
observed count rate of each star, normalised by its mean corrected rate (effectively the
observed rate at the start of the mission), is plotted against time. In this way we can
overlay the timeseries of many stars observed since launch. Such an analysis confirms the
time dependent sensitivity degradation, which is also wavelength dependent. This is most
likely due to aging of the detector, in particular of its S-20 photocathode. The decline in
throughput is shown in Figure 17 (and in binned form in figure 18), where a quadratic fit
to the normalised data of the stars (from the SUSS4 catalogue, released in 2018) allows
us to estimate a loss of sensitivity of less than 16% for the V, B, U and UVW1 filters
and less than 25% for the UVM2 and UVW2 ones by year 2025. In all 6 filters, the
decline in throughput continues to flatten, and extrapolation of the current trend from
2020 indicates further decreases of less than 1% by 2025, except, possibly, in the UVW2
filter where the further decline is anticipated to be <3%.

These fits are used by the SAS to correct the measured count rates, by referring them to
a zero epoch. The correction factor used by SAS is defined as

Correction_factor = A+ B X tyyp + C X t3,5p

(4)
(5)

Corrected_rate = Measured_rate x Correction_factor
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Figure 18: As for figure 17 but here the points have been binned in time, for greater clarity
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Table 7: OM Time sensitivity degradation correction coefficients

filter A B C
UVW2 -4.9696703 0.00018393148 -1.3202377¢-09
UVM2 -10.288245 0.00038538037 -3.2243471e-09
UVW1 -3.2548134 0.00013826678 -1.0790928e-09

U -3.4284681 0.00014995325 -1.2441946e-09
B -5.4538362 0.00022443232 -1.9278347¢-09
A% -7.0742078  0.00026998934 -2.2057366¢-09

Table 8: OM fudge factors for Zero epoch

filter Uuvw2 UVM2 UVW1 U B A%
fudge factor 0.157 0.259 0.411 0.486 0.511 0.564
error (stdev/mean) 0.062  0.045  0.041 0.039 0.016 0.009

Where t,;;p is the Modified Julian Date of observation and A, B and C depend on the
filter. Their current values, based on data from the SUSS4 catalogue, are given in Table
7.1

Laboratory measurements of all Optical Monitor components (reflectance of mirrors,
transmission of filters, quantum efficiency of detector chain,....) allow us to predict the
throughput of the OM system. After launch, the in-flight throughput was found to be
lower than expected, in particular in the UV filters.

Once the OM measured count rates are corrected and referred to a zero time epoch, we
can define a fudge factor for OM simulations for the zero epoch to account for the deficit
of throughput. If we compare the predicted count rates for a series of standard stars we
have observed with OM in all filters and we average them, we obtain the fudge factors
given in Table 8.

The in-flight throughput deficiency can be explained by molecular contamination of the
OM system. Figure 19 taken from Kirsch et al(2005) shows the OM in-flight throughput
derived from observations of spectrophotometric standard stars, compared with the pre-
dictions obtained by considering several densities of the contaminant material. A density
of 30 x10~" g/cm? can account for the deficit in transmission.

3.2 Effective areas and response matrices

Computing the effective area of the OM system needs to take into account the contribution
of all elements, mirrors, filters, detector chain,..., and also the throughput deficiency. The
latter is taken into account by fitting a polynomial to the measured fudge factors for each
filter. When this is done, and we use the effective area to predict the count rate of the
observed standard stars, we need to further adjust the fudge for the UV filters. This is

!(see also https://xmmweb.esac.esa.int /docs/documents/CAL-SRN-0378-1-1.pdf
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Figure 19: OM throughput with molecular contamination. In flight throughput is represented
with stars and a thick line

done by an additional factor in the UVW1 and UVM2 filters. The difference with the
observations achieved by this final effective area can be seen in Table 9 where we compare
the measurements of the standard star BPM 16274 (mean of 19 observations spread over
the first half of the life of the instrument) with the predictions obtained using the effective
areas.

Figure 20 shows the OM effective area for all filters.

Response matrices to be used in Xspec type environments have been derived from the
effective area.

Table 9: Measured count rates (cts/s) versus predictions using the OM effective areas

BPM 16274
filter UVW2 UVM2 UVWI U B V  White
predicted rate  14.3 29.2 72.3 109.0 107.0 32.1  481.
observed rate 14.7 30.4 72.9 113.0 107.9 32.6  436.
difference (%) 2.8 4.1 0.8 3.7 0.8 16 -95
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Figure 20: The current optical Monitor effective area curves for each of the filters

3.2.1 The White filter.

Since there were no OM observations of our standards with the White filter because of
their brightness, we have taken the polynomial fit for the molecular contamination and we
have combined it with the laboratory measurements of the filter and all other elements.
We have been observing the standard star BPM 16274 with the white filter since Rev.1449.
Despite the large coincidence losses (due to the count rate being above 400 c¢/s) the
simulations using the white filter effective area agree with the measured values to within
11% (see Table 9). Since no correction for time dependent sensitivity degradation is
applied in the case of the White filter, this difference might be due to the absence of such
correction.

3.3 Red leak in UV filters

The OM UV filters (see Fig.21) transmissions have very faint red-ward tails. Even if they
are a few orders of magnitude smaller than the filter transmission peak, their contribution
to the measured count rate can be significant in the case of very cool objects with little
flux in the UV but bright in the visible range, e.g. K or M type stars. Table 10 shows
that for a KOV star, the UVW2 counts due to photons of wavelengths beyond 4000 A
can be as high as 29 % and 60 % from beyond 3000 A.
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Table 10: Visible photons into UV filters

spectral type  filter % from A > 400nm % from A > 300nm

A0V UVW2 0.46 0.59
UVM2 0.04 0.34
UVW1 0.76

Vega UVW2 0.42 1.46
UVM2 0.03 0.31
UVW1 0.77

Fov UVW2 1.57 4.99
UVM2 0.12 0.88
UVW1 1.02

GOV UVW2 11.4 31.1
UVM?2 0.72 4.19
UVW1 1.41

Solar UVW2 12.5 33.7
UVM?2 0.82 4.68
UVW1 1.40

KoV UVW2 28.7 60.7
UVM?2 2.45 9.22
UVW1 2.23
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Figure 21: Red-ward tails of the OM UV filters

3.4 Sensitivity impact of the Jupiter patch

As noted in section 2.2.1, the Jupiter observation event (hereafter, JO)) in revolution
3224 led to a substantial degradation of the throughput in a small region near the centre
of the OM detector, with the V band being worst affected. Much of the affected region
is identified in the bad pixel CCF (section 2.3) but not all. The wings of the patch
extend beyond the pixels flagged in the CCF and, in fact, slightly affect the pn and RGS
boresight locations, where observation targets are generally placed, thus impacting on
their photometry. At the current time, sources affected by the patch are not corrected for
the degradation in SAS processing.

Routine monitoring observations of standard stars at the boresight location over the mis-
sion baseline (and, since 2019, also at offset locations well outside the patch), provide a
measure of the impact of the patch on target sources. In figure 22 we show the timeseries of
the standard star, BPM16274, in each filter, corrected for the general OM time-dependent
sensitivity degradation (section 3.1). Measurements of the star at the boresight location
after revolution 3224 (squares) show a significant drop in corrected count rate relative to
the unaffected data (diamonds and crosses). In the last version of this document, limited
post-JO data appeared consistent with the decline at the boresight being constant. How-
ever, subsequent data, as evident in figure 22, indicate that in some filters at least, there
is clear ongoing decline at the pn boresight position. The degradation at the boresight
will continue to be regularly monitored using the standard stars.

In the technical note, XMM-SOC-INST-TN-0235, the declining trend at the boresight,
without the effects of the Jupiter patch, are inferred from the frequent pre-JO observations
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of the standard star, BPM16274, and post-Jupiter-observation data from offset locations
outside the Jupiter patch. In fact, the pre-JO observations of BPM16274 were mostly
performed at the OM boresight, which lies about 35 arcsecs away from the pn boresight,
but the trend at the OM and pn boresights are essentially consistent within about 1%,
based on the data from BPM16274 and from the other standards more frequently observed
at the opn boresight. This long-term-trend (LTT) inferred at the pn boresight, when
ratiod with a linear description of the post-Jupiter observation data from the pn boresight
position, gives an approximate correction factor, as a function of time since revolution
3224, for the additional sensitivity decline at the pn boresight (an example of the data for
the V band of BPM16274 is shown in figure 23). Since the rate of decline in the LTT has
slowed markedly, in all filters, the residual inferred throughput is approaching constancy
and the LTT /boresight correction ratio is broadly linear and reliable to about 2%.
Table 11 provides, for each filter, the count rate, R, of BPM16274 (corrected for coin-
cidence loss but not general instrument TDS degradation) (from the LTT), immediately
prior to the JO and the rate, R,, at the boresight immediately after it, along with the
slope, «, of the linear function fitted to the post-JO boresight data. The residual through-
put at the boresight immediately post-JO, and at rev 4284, are also given - these are
evaluated as the post-JO rates at the boresight at rev 3224 and 4282, relative to the rates
from the LTT at the same epochs.

The ratio of the LTT curve to the linear boresight trend can be used by observers to correct
count rates of sources observed at the pn boresight (usually targets) that are already
corrected for coincidence-loss and general instrument TDS degradation. The correction
factors, for each filter, derived from polynomial fits to the ratios, for revolution, r, in the
range 3224 < r < 4600 can be computed as C(r) = ko + k1.7 + ko.r? + ks.r3, using the
values of the k coefficients given in table 26, while the correction factors are also available
in tabulated form in table 27 - both tables are provided in appendix E.

Table 11: For each filter the table shows (a) Rp, the count rate of BPM16274 immediately
before the Jupiter observation (obtained from an exponential fit to the LTT in that filter), (b)
Ry, the count rate of BPM16274 immediately after the Jupiter observation (determinated from
a linear fit to the data observed at the pn boresight after the Jupiter observation), (c) the slope
of that linear trend (cts/s/revolution), (d) the residual boresight throughput immediately after
the Jupiter observation and (e) the residual pn boresight throughput at revolution 4284.

Filter Ry R, « Res. throughput Res. throughput
(cts/s)  (cts/s)  (cts/s/rev) (at rev 3224) (at rev 4284)

\Y% 29.1039 27.0244 -0.00181749 0.929 0.865

B 98.5826  92.5370 -0.00588053 0.939 0.884

U 103.353  97.9165 -0.00454598 0.947 0.910
UVW1 64.2181 60.8455 -0.00191802 0.947 0.926
UVM2 24.4460 23.9961 -0.000774923 0.982 0.963
UVW2 11.9364 11.4138 -0.000518347 0.956 0.921

A full correction for the Jupiter patch is clearly desirable but requires both the creation
of filter-dependent flat-field calibration images that fully embed the patch characteristics,
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Figure 22: Timeseries of the standard, BPM16274, corrected for the general instrument TDS
degradation, for each narrow-band filter, as indicated in the panels. Diamonds and squares
represent measurements at the boresight prior to, and after the Jupiter observation, respectively,
while crosses are data taken after the Jupiter observation but at locations well outside the patch.
Triangles are measurements taken near the core of the patch. The earliest of the observations
at the Jupiter patch core was made at a location a few arcseconds displaced from the others,
which, given the rapid profile changes near the core, likely mostly explains its lower measured
rate compared to the later core measurements
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Figure 23: Timeseries of the V band data from the standard star, BPM16274, corrected for
coincidence loss but not for the general TDS degradation, highlighting the decline in throughput.
Data observed at the (mostly OM) boresight prior to rev 3224 (crosses) and at offset locations
thereafter (diamonds), are shown by black markers. The black curve is the exponential decline
function derived from a simultaneous fit to all 3 standard stars (BPM16274, Hz2 and GD153)
routinely used to monitor the OM sensitivity, but with the normalisation relevant to BPM16274.
The red points indicate the measurements of BPM16274 made at the pn boresight, after the
Jupiter observation, while the red line is the linear fit to them.
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and also substantial changes to the OM SAS tasks to ensure the statistical properties of
source data are correctly propagated.
The impact of the Jupiter patch on OM grism data is discussed in section 7.3.1.
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Table 12: Zero-points of OM

\Y B U UVW1 UVM2 UVW2  white
17.9633 19.2661 18.2593 17.2038 15.7724 14.8667 20.2555

4 OM Photometry

4.1 Zero points

In a photometric system for photon counting devices, the Zero point is defined as the
magnitude of a source giving one count/sec. The star, Vega, is the primary photometric
standard and we use it to define the OM instrumental photometry system. For each filter
we can define:

Zero_point = 2.5 X 10g10(ctsyega) + My ega (6)

where ctsyeg, is the count rate of Vega in the different OM filters. Since Vega is too
bright to be observed with OM we obtain the corresponding count rate from simulations
(effective area) as described before.

OM band-passes do not differ significantly from the standard UBV ones. Thus, we have
chosen the zero points such that the OM ubv synthetic magnitudes for Vega match the
observed UBV magnitudes, respectively. As observed Vega magnitudes we have adopted
the values 0.025, 0.03 and 0.03 for U, B and V filters. Since the UV filters do not match
any existing photometric system, the zero points can in principle be set to any values.
We have chosen UVW1y,=UVM2y;,=UVW2y,,,=0.025.

For Vega simulations we use a spectrum that is the average of the star’s energy distribu-
tions provided by ESO and by STIS.

The uncertainties in the fluxes of the standard stars and Vega are a few percent. This is
combined with the errors (of the same order) in our simulations. Since as we said, the
spectral response of the OM U, B and V filters are similar to the standard UBV ones, we
have observed the same stars (several hundreds) from the ground and with OM (fields G
153, HD 5980, M67,...) and we have obtained transformations between the two systems
(Antokhin, 2002).

In order to be able to switch from the simulated Vega-based values to the values based
on observations we needed to apply a correction to the zero points for V, B and U fil-
ters. Using the current effective areas (corrected for time sensitivity degradation) these
corrections are respectively 0.0131, 0.0232 and 0.0614.

Table 12 gives the final corrected Zero points ( ultraviolet and white filters Zero points
are based in simulations).

4.2 UBYV colour transformation

The transformations from the OM instrumental system to Johnson’s system were estab-
lished based on real observations. As mentioned before, several fields have been observed
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from the ground with the standard Johnson UBV filters and with the XMM-Newton OM.
(Antokhin et al. 2002 and Antokhin, 2002 ).

The fitting was limited to stars with less than 20% coincidence loss, and 5% statistical er-
rors leaving a total of 363 cross-identified stars, mostly from the Main Sequence (Antokhin
et al. 2002 and Antokhin, 2002 ).

To calculate the colour-transformations we used the Zero points in Table 12. Within the
colour intervals covered by the observational data, the transformations may be described
by a second order fit. The transformation equations are given as follows. They have been
included in the corresponding SAS CCF file. (The upper case letters denote the Johnson
system; the lower case letters the OM system).

B —V = —0.0005 + 1.046 x (b —v) — 0.023 x (b — v)? (
V — v = —0.0008 — 0.006 x (b —v) —0.021 x (b —v)? (8
B —b=—0.0014+0.04 x (b —v) — 0.044 x (b —v)? (

v

U— B = —0.002 +0.901 x (u — b) +0.103 x (u — b)* (10
B —b=10.0078 — 0.01 x (u—b) —0.019 x (u — b)? (
U —u=0.046 — 0.109 x (u — b) + 0.082 x (u — b)? (12
U—-V =0.0534+0.91 x (u—2v) +0.033 x (u—v)? (13
V —v=-0.003 - 0.01 x (u—v) —0.004 x (u—v)? (14

U—u=0.048 — 0.097 x (u — v) + 0.03 x (u — v)? (15

We should point out that not all equations above have been implemented in the SAS.
For example, for deriving standard B magnitude, SAS uses (u-b) colour transformation
(e.g. 11), or making use of the UV filters (see next section). However, users can also
use (b-v) colour transformation (e.g. 9) to get standard B magnitude. In Figure 24, we
plot the observed UBV colour-transformation (the red dashed lines), together with the
simulated one (crosses and solid lines). By comparing the observed and simulated colour-
transformation we can see that the agreements in (B-V, b-v) and (U-V, u-v) are excellent,
and the agreements in V-v and B-b are usually better than 2%. The main problem is for
the hot stars in the U filter, where the discrepancy can reach 10%. The spectral library
(BPGS) used in the simulations is combined from several sources. For the optical data,
the spectral atlas is based on Gunn and Stryker (1983) observations, which begins from
313 nm. Colina and Bohlin (1994) have demonstrated that the errors in normalization of
the spectra can produce several percent errors in the photometry.

4.3 UV colour transformation

Currently the colour transformations for the UV filters are based on simulations, mainly
because of the lack of standard photometry in the UV. However a comparison between
the simulated colour-transformations and observational data shows a good agreement.
Some of the simulated UV colour transformation equations are given as follows,

B — b = +0.0066 + 1.0085 x (uvwl — b) 4+ 0.0031 x (wvwl — b)? (16)
V — v = +0.0165 + 1.0059 x (vowl — v) + 0.0009 X (uvwl — v)? (17)
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Figure 24: The Observed (the red, dashed lines) and simulated (solid lines and symbols) colour-

transformation for U, B and V filters.




esa Document No.: XMM-SOC-CAL-TN-0019

european space agency ISSUG/RGV.Z 8.0

agence spatiale européenne
Date: 27 September 2023
XMDM Science Operations Team Page: 35

Table 13: Zero points in AB system for OM (at zero epoch)

v B U UVW1 UVM2 UVW2
17.9230 19.0809 19.1890 18.5662 17.4120 16.5719

U —u=40.0094 + 1.03325 x (vvwl — u) — 0.0233 x (vowl — u)? (18)
U — B = —0.2386 + 0.5383 x (uvwl — b) + 0.0157 x (uvvwl — b)? (19)
B —V =0.1446 4 0.2761 x (uvwl — v) + 0.025 x (vvwl — v)? (20)

Due to observing time constraints or due to bright source restrictions, the optical colours
may not be available, in which case these UV colour-transformation can help users to
derive the standard UBV magnitudes and colours.

4.4 Testing OM photometry with data in SA95-42 field

A Landolt standard star field (Landolt, 1992), SA95-42, has been observed to test the
OM photometric accuracy. Since these standards have very high photometric accuracy
(~ 0.005 mag), the standard deviation on the residuals between the Landolt magnitude
and the magnitude derived by OM provides a direct measurement of the OM photometric
accuracy. This field is observed with OM fairly regularly.

In Figure 25, we plot the standard V mag differences between Stetson’s measurement
(Stetson, 2000) and OM measurement in rev. 407 as a function of Stetson standard
magnitude. The figure shows that the OM photometric accuracy is 0.023 mag for V filter.
Figure 26 shows the standard V mag difference between Stetson’s measurement and OM
measurement in rev. 759. An offset of 0.04 mag is seen (the dashed line), which does not
exist in Figure 25. This can be explained as being due to the time degradation, as shown
in Figure 17 - data for this figure do not contain time degradation correction.

We showed in Section 2.8 that the comparison of different observations of this field gave
fractional differences between stars of the same order as the measurement errors, thus
confirming the stability and consistency of our corrections and calibration.

Figure 27 shows UV colour transformation from two observations, SA95-42 (asterisks)
and G153 (diamonds) fields. The dashed line is the colour transformation in the CCF
based on the simulations.

4.5 AB photometry system
The AB system (Oke, 1974) can be defined by the response of our instrument to an input

spectrum of lerg/s/em?/Hz. If we obtain in one filter a photon rate n_phot, then the
corresponding Zero point is defined as

Zero_point = —48.60 — 2.5 x log10(1/n_phot) (21)
Table 13 gives the AB Zero points for OM.
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Figure 25: The difference in standard V magnitude between Stetson’s measurement and OM
measurement for SA95-42 field in rev. 407
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Figure 27: Comparing the observed UV colour-transformation for two fields, SA95-42 (red) and
G153 (black), with the simulated one (dashed line).

Table 14: Count rate to flux conversion in AB system (frequency)

uvw2 uvm?2 uvwl u b v
8.488e-27 3.911e-27 1.346e-27 7.843e-28 8.396e-28 2.469¢-27

(this gives erg/cm?/s/Hz)

If n_phot is the number of photons produced by 1 erg input spectrum, then 1/n_phot is the
count rate to flux conversion factor (in frequency space). Thus the AB system definition
provides a simple conversion to flux units in frequency space. It is given in Table 14.

5 Absolute flux calibration of the OM filters (OM count rate to
flux conversion)

If we assume that the response curve of the OM filters is flat (almost true for the U, B
and V filters) we can derive a count rate to flux conversion that can be applied for all
kind of sources, providing that they do not present strong discontinuities it their spectral
energy distribution at the band-pass of the OM filters. We can use simulations, including
the fudge factor, to compute a mean OM response in each filter, in other words a count to
flux conversion factor. We obtain the results given in Table 15. The effective wavelength
of the B filter has been arbitrarily set at 4500 A to avoid the core of the Balmer line Hr.
Alternatively we can observe a series of standard stars with OM (their fluxes can be
obtained from the HST CALSPEC database
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Table 15: Count rate to flux conversion (from simulations)
filter Uvw2 UVM2 UVWI1 U B \Y%
lambda (A) 2120. 2310. 2910. 3440. 4500. 5430.
factor (erg/ecm?/count/A) 5.66e-15 2.19e-15 4.76e-16 1.97e-16 1.29e-16  2.52¢-16

http://www.stsci.edu/hst/observatory/cdbs/calspec.html

If we take the standard flux at the effective wavelengths of the OM filters (see Table
16) and their measured count rates, including time sensitivity degradation correction (see
Table 17), we can derive a direct count rate to flux conversion factor. After dividing
and averaging we obtain the results of Table 18 (quoted relative errors are computed as
stdev/mean).

Table 16: Absolute flux of standard stars (erg/cm?/s/A)

filter UvVw2 UVM2 UVW1 U B v
lambda (A) 2120. 2310. 2910. 3440. 4500. 5430.
GD153 4.546e-13  3.388e-13 1.517e-13 8.376e-14 3.507e-14 1.733e-14
HZ2 1.350e-13  1.008e-13  5.308e-14 3.215e-14 2.051e-14 1.078e-14
GD50 2.43%e-13 1.958e-13 8.094e-14 4.234e-14 1.772e-14 8.879e-15
HZ4 3.781e-14  3.11be-14 1.871le-14 1.221e-14 1.093e-14 6.148e-15

G9348 3.021e-13  2.406e-13 1.153e-13  7.844e-14 5.734e-14 3.048e-14
LTT9491  3.044e-14 3.546e-14 2.462e-14 2.210e-14 1.347e-14 8.75le-15
LBB227 2.566e-14 1.674e-14 1.038e-14 6.489%e-15 5.260e-15 2.857e-15

Table 17: Measured count rates of standard stars (count/s)
filter UVw2 UVM2 UVWI1 U B \4
lambda (A) 2120.  2310.  2910.  3440.  4500. 5430.
GD153 81.45 159.94 325.04 415.68 280.88 70.42

HZ2 22.52 46.09  110.02 162.70 147.80 43.27
GD50 42.63 83.87 178.10 n.a. n.a. n.a.
HZ74 6.83 14.23 38.93 n.a. n.a. n.a.

G9348 48.17 102.8 257.7 n.a. n.a. n.a.
LTT9491 4.82 13.64 56.31 117.8 109.5 34.43
LB227 3.83 7.23 19.61 n.a. n.a. 11.53

The difference between these factors and the ones obtained from simulations are less than
1 %, an expected result since the simulator is based in the same stars.

We obtained (see Table 14) flux conversion factors in the AB system. Even if we are
in frequency space, we can characterize the filter by its effective wavelength. And then
we can convert these factors to lambda space by multiplying by (¢/A? ). The results are
shown in Table 19.

Not surprisingly, these last factors are very similar to the ones derived directly from WD’s
fluxes.

These flux conversion factors have been added as keywords FCEF* in the COLORMAG
extension of the current calibration file (CCF) OM_COLORTRANS. It should be noted
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Table 18: Count rate to flux conversion (from standard stars)
filter Uvw2 UVM2 UVWI1 U B \Y%
lambda (A) 2120. 2310. 2910. 3440. 4500. 5430.
factor (erg/ecm?/count/A) 5.71e-15 2.20e-15 4.76e-16 1.94e-16 1.29¢-16  2.49¢-16
error 0.054 0.0401 0.068 0.042 0.068 0.013

Table 19: Count rate to flux conversion in AB system (wavelength)
filter Uvw2  UVM2 UVWI1 U B \%
lambda (A) 2120. 2310  2910.  3440.  4500. 5430
factor (erg/em?/count/A) 5.67e-15 2.20e-15 4.77e-16 1.99e-16 1.24e-16 2.51e-16

that the flux conversion factors for the AB system currently implemented (calibration file
OM_COLORTRANS_0010) are slightly different, because they were based on a former
version of the effective area. Since the difference is less than 3% we have not updated the
CCF to maintain homogeneity within the XSA and the OM Catalogue. This will be done
in a future CCF revision

We should point out that these flux conversion numbers provide an approximate mea-
surement of the flux densities (expressed in erg/cm?/s/A) without a priory knowledge of
the spectral type. Calibration observations have been done to refine the coefficients used
in the count rate to flux calculations according to spectral type.

Interested users can visit the SAS watchout page to find flux conversion factors for a given
spectral type at:

https://www.cosmos.esa.int/web/xmm-newton/sas-watchout-uvflux

6 Fast mode

In fast mode, the OM does not produce accumulated two-dimensional images, but instead
produces event lists, like the X-ray instruments. This mode is useful for monitoring rapidly
variable sources, for example accreting binaries. Omne or two windows approximately
11 x 1larcsec?® can be defined in the detector. Incoming photons in these windows are
time tagged. The fastest time sampling is 0.5 s.

As far as instrumental corrections and calibration are concerned, the fast mode data have
the same treatment (e.g. aperture photometry) as the image data, except for the difference
that, prior to applying the aperture photometry algorithm, the source and background
counts extracted from the fast mode window are scaled to the standard photometric
aperture (see Section 2.4).

Due to the small size of the fast mode window, the measurement of the source and the
background may become very difficult in case of bright targets or when more that one
source is present in the window (e.g. crowded fields). In cases of multiple sources found
in the fast mode window, the counts belonging to different sources are separated from
each other (and, of course, also removed from the background extraction region). As a
result, initially, the source and background extraction regions may vary from source to
source, so that the counts corresponding to these extraction regions are then scaled to
the standard photometric aperture. Of course, the photometric accuracy in the cases of
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multiple sources in the fast mode window is lower than in the cases with a single source.
It is also unavoidably lower for bright sources because in such cases the whole of the
fast mode window is filled in with the source counts and the discrimination between the
background and source counts becomes impossible. The most recent version of SAS allows
us to measure the background from the image data normally associated with fast mode.
The final product, a light curve, gives the count rate of the source as a function of time
in the corresponding filter, with all described corrections applied, except magnitude and
flux conversions.

OM fast mode data reduction is fully supported by SAS. For detailed description please
refer to the SAS documentation.

An issue that affects fast mode photometry (and also some of the imaging photometry)
when using the OM default imaging mode, is a systematic step pattern in the count rates
between sub-exposures. This is discussed in appendix C.

Three further issues relating to fast mode are (1) field acquisition (FAQ) failure, which can
result in the target being substantially displaced from the window centre at the start of an
observation, (2) periodic flux variations arising from spatial oscillations (possibly driven
by cyclic heating within the instrument/mounting) when the source is centred very near
the edge of the window, and (3) drift between exposures within an observation (especially
long observations) where spacecraft or instrument movement can cause a changing fraction
of the source PSF to be shifted outside the window. These aspects are described in more
detail in a technical note.?.

7 OM Grisms

For each source the grism gives a dispersed first order image and a zeroth order image,
displaced from one another in the dispersion direction. In preparing the observations,
default windows are available to select the region of the field of view that will contain
the target zero and first order spectra. A full frame low resolution image containing the
spectra of all objects in the field of view can also be obtained

Figure 28 shows typical OM Optical grism images obtained in full frame (field spec-
troscopy) and in a single window around the target spectrum. Zero and first diffraction
orders are indicated. The main source is the WD star BPM 16274.

Both UV and optical grisms have been calibrated in wavelength and in flux. Since version
6.0, SAS contains a processing chain and an interactive task that allow the users to extract
fully calibrated spectra of the target and all sources in an OM exposure obtained with
the grisms. Figure 29 shows the extracted spectrum corresponding to Figure 28
Extracting the spectra from OM grism images with SAS is done as follows:

e The raw image is corrected from modulo_8 fixed pattern noise. Then, the
geometrical distortion introduced by the OM detector is corrected by using
the distortion map, available through OM_ASTROMET CCF. The undistorted
image is rotated so as to align the dispersion direction with the image columns.

e A detection algorithm is used to search for all spectra, zero and first orders, in
the image. Then these detections are correlated to assign to each zero order its

2https://xmmweb.esac.esa.int/docs/documents/CAL-TN-0224.pdf
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Figure 28: The BPM16274 field taken with the optical grism. Left: the full field of view. Right:
a window around the target.(Original images have been rotated to align the image columns with
the dispersion direction.)

corresponding first order. Spectral extraction is performed on the successful
cases.

e The positions of the zero orders of the extracted spectra are used to derive the
astronomical coordinates of the corresponding sources. This is particularly
useful in case of field spectroscopy when OM is used in full frame mode with
the grisms. Matching the positions of the zero orders with their corresponding
positions in a direct image requires an additional distortion map for each grism.
(See Section 2.7.)

e The extracted spectra are calibrated in wavelength and in absolute flux.

As we have said before, the reader is referred to the SAS documentation for details on
the complete grism data reduction.

7.1 Wavelength calibration

The dispersion relations have been obtained by observing several F type stars for the
UV grism, and a DA2 white dwarf (BPM 16274) for the Visible grism. The wavelength
scales are provided as a function of the distance (X) in pixels (at full resolution) from the
centroid of the zeroth order in the extracted spectrum

For the Visible grism, we have
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Figure 29: The BPM16274 spectrum taken with the optical grism. Left: raw spectrum. Right:
flux calibrated spectrum. Hydrogen Balmer lines are clear.

AMA) =5.626 x X 4 200.898 + 7.5 (22)
and for the UV grism,

A(A) = 0.000771 x X? 4+ 1.866 x X + 991.778 = 2.0 (23)

Uncertainties in measuring the position of the zeroth order may produce a shift in the
scale of £ 10 A for the UV grism and + 20 A for the visible grism.

The applied fixed pattern modulo 8 noise correction is not perfect, particularly for the
visible grism. This effect limits the spectral resolution of the OM grisms, which is better
than 15 A at 2600 A for the UV grism (and worse than that for the visible one).

7.2 Flux calibration

The observation with OM of GD 153 and Hz 2, both spectroscopic standard stars (white
dwarfs) allowed us to measure the throughput of the grisms and to derive an inverse
sensitivity function (ISF) which can be used to convert the count rate in the extracted
spectrum into absolute flux units

Fluz(\) = SCOM()\) x ISF()) (24)

where S_OM is the OM extracted spectrum (count rate units)

The ISF for both grisms is presented in Figure 30.

To obtain the ISF, several observations of GD 153 and Hz 2 performed with both OM
grisms have been used. All data have been processed with SAS. The extracted spectra in
count rate versus wavelength have been compared with the spectral energy distribution
of the stars obtained from the HST Calspec database.

In Figure 31 we present the ISF under the form of effective area for both OM grisms.
Wavelength calibration and ISFs are included in the calibration file OM_GRISMCAL for
their use within SAS.

It should be noted that the UV grism is not blazed. This produces an overlapping of the
first and second orders, which can be very important for hot objects. The contamination
free spectral range extends from 1800 A to 3600A.

This is the range for which its flux calibration has been derived.
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Figure 31: The effective area of the OM grisms
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Figure 32 shows the spectra of the three white dwarf standard stars BPM 16274, Hz 2
and GD 153 obtained with OM, compared with its corresponding standard flux. The
flux observed in each OM filter, after converting count rates to flux, is shown also in this
figure.

The excellent agreement between both grisms in their common wavelength range (3000 -
3600 A)should be noted, and also the agreement with the optical and UV filters.

The flux calibration stars observations are not affected (or very slightly) by coincidence
losses. This effect is not corrected yet in the processing of grisms data with SAS, thus
very bright sources will have large errors.

7.3 Time-dependent degradation

Grism data suffer from the effects of time-dependent sensitivity degradation (TDS), in a
similar way to the photometric data (section 3.1). The degradation in the grism data was
first characterised in 2018.

With much more limited OM grism data, the analysis is based on a set of 3 standard
stars. Separately, for each of the UV and visible grisms, spectra of the 3 standard stars,
BPM16274, GD153 and Hz2 are extracted from all available observations over the mission
baseline. Count rates are extracted from 6 wavelength bands in each grism, discarding
any affected by quality issues, such as contamination by other spectra or zeroth order
features. Although there is undoubtedly a wavelength dependence to the degradation, as
there is for the photometry, due to the noise and scatter present in the grism data, at the
current time the analyses effectively combine the band data to determine a band-averaged
decline. For each grism, the measurements from each star and each band are then fitted
simultaneously, with linear functions (adequate for the current data) that have a common
slope but whose normalisations are band and star dependent, i.e. Rgp(t) = Asp(1 + B.1)
where R, ;(t) is the measured rate in band, b, for star, s, at time ¢ (measured relative to
epoch 2000.0), A is the normalisation at t=2000.0 (3 weeks after the launch of XMM)
for the star and band, and B is the common slope. The fits obtained to the data are
shown in figure 33, after normalisation of each star/band count rate measurement by the
relevant A, value.

Thus a single decline slope is determined for each grism. The values determined in
2021 are shown in table 20. The functions are evaluated at a set of uniformly spaced
time grid points and inverted to obtain the correction values, which are stored in the
OM_GRISMCAL CCF. Correction values derived in 2021, for the 2000-2026 epoch range,
are shown in table 213. Since SAS 18, the OM grism SAS software applies the TDS cor-
rection to a grism spectrum, by interpolation of the CCF data. Note that only the final
fluxed spectrum is corrected in the grism spectrum products - the rates are not corrected.
Since the fits yield quite small (significantly < 1) reduced x? values, the uncertainties on
the corrections at 2021 were estimated from simulations, and are 1.8% and 1.5% for the
UV and visible grisms respectively.

7.3.1 Impact of the Jupiter patch

Many OM grism observations or target objects are made using a pre-defined default
window configuration, as mentioned in section 7. Spectra of such targets taken since

3see also https://xmmweb.esac.esa.int /docs/documents/CAL-SRN-0386-1-0.pdf
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Figure 32: Flux calibrated spectra of the standard stars BPM 16274, Hz 2 and GD 153 obtained
with the OM grisms and lenticular filters
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Figure 33: Upper panel: Measurements of the 6 band rates from the UV grism observations of
three standard stars (band values are not distinguished in the plot), BPM16274, GD153 and
Hz2. Each point (for a given band and star) is normalised by the relevant rate of that band and
star at mission start, derived from simultaneous fitting of all the data. Lower panel: As for the
upper panel, but for the visible grism. In each panel, the solid black line is the fit obtained from
all data up to July 2021, while the dashed line is the fit obtained in 2020.
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Table 20: Slopes for the linear sensitivity degradation trends of the OM grisms

Grism Slope
UV  -0.005667
Visible -0.004364

Table 21: Corrections factors for the average time-dependent sensitivity degradation in the OM
grisms

Year UV Grism Visible Grism

2000 1.000 1.000
2002 1.011 1.009
2004 1.023 1.018
2006 1.035 1.027
2008 1.047 1.036
2010 1.060 1.046
2012 1.073 1.055
2014 1.086 1.065
2016 1.100 1.075
2018 1.114 1.085
2020 1.128 1.096
2022 1.142 1.106
2024 1.157 1.117
2026 1.173 1.128

the Jupiter observation (see section 2.2.1), generally cross the localised elliptical patch of
diminished sensitivity caused by the event.

For such cases observed at epochs after revolution 3224, users should thus be aware that
a portion of the spectrum of a target source will be affected by this patch. In the UV
grism, data in the 2120A - 2600A range are affected, with a maximum degradation of
25% at 2350A, while for the Visible grism, the 3440A - 4180A range is affected, with a
maximum impact also of about 25%, at 3860A. Figure 34 shows part of a UV grism image
of GD153, where the Jupiter patch can clearly be seen as a darker elliptical region, while
figure 35 shows the extracted flux spectrum of the source, displaying a clear depression
around 2400A, due to the patch.

The impact of the JDP is not currently corrected in SAS or pipeline processing. It
should also be noted that the amount of degradation can depend sensitively on the exact
location of the spectrum (in particular, where it crosses the major axis of the patch) since
the degradation in the patch has a strong spatial dependence.

8 Current Calibration Files (CCFs) for SAS

Table 22 provides a list of the OM calibration files. The SAS tasks using a given CCF
are indicated as well. For a detailed description of these files and of their usage, the

user is referred to the CCF interface document and to the Calibration Access and Data
Handbook
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Figure 34: OM UV grism image of GD153, observed after the Jupiter observation - the spectrum
lies across the dark region of degraded sensitivity caused by the Jupiter observation

8.e-13

7.e-13

6.e-13

5.e-13

4.e-13

3.e-13

2.e-13

FLUX (ERG/S/CM2/ANGSTROM)

le-13

0
1800 1900 2000 2100 2200 2300 2400 2500 2600 2700 2800 2900 3000
WAVELENGTH (ANGSTROM)

Figure 35: Fluxed OM UV grism spectrum of GD153 from the image in 34. The impact of the
Jupiter patch is visible as the depression centred near 2400A. The black line is an estimated
power-law fit to the data either side of the dip.
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https://xmm-tools.cosmos.esa.int/external/xmm_calibration/calib/
documentation/CALHB/index.html

Table 22: Calibration files of the Optical Monitor.

File name File Content SAS task
ASTROMET coefficients for geometric distortion cor- | omatt omde-
rection tect om-
drifthist
omgprep
BADPIX bad pixels position, type of defect and the | omcosflag om-
severity level fastflat
BORESIGHT alignment of the instruments and star | omatt  omg-
tracker prep
COLORTRANS zero points, coefficients for color transfor- | ommag omde-

mation into a standard system count rate | tect omlcbuild
to flux conversion

GRISMCAL wavelength & flux calibrations for the | omgrism
grisms, and TDS degradation correction
table
HKPARMINT house keeping parameter ranges ommag
LARGESCALESENS flat field map (set to unity) omflatgen
PHOTTONAT correction coefficients of count rates for | ommag  om-
detector non-linearity and aging, and TDS | prep omdetect
correction coefficients omlcbuild
PIXTOPIXSENS flat field map (set to unity) omflatgen
PSF1DRB point spread function for each filter ommag omde-

tect omlcbuild

9 Future calibration plans

Most of the calibration items have been covered in this description. All of them have been
incorporated into the standard data reduction done with SAS, other than corrections for
the Jupiter patch.

A few refinements and some new developments are under investigation or consideration.
Among them:

e Understanding and rectifying the cause of differences seen in count rates ob-
served from objects repeatedly observed in the image and fast mode data taken
in default mode. This issue, which is probably associated with the coincidence-
loss correction, is discussed further in appendix C.

e Resolving the cause of a difference seen in the time-dependent sensitivity de-
cline of the OM catalogue sources and of the standard stars. The decline is



Document No.: XMM-SOC-CAL-TN-0019

Issue/Rev.: 8.0
Date: 27 September 2023
XMDM Science Operations Team Page: 50

shallower for the standards by around 2-5% in the V and UVW?2 filters. This
topic is described further in appendix D

e Ultimately, obtaining a full, filter-dependent and spatially-dependent charac-
terisation of the sensitivity degradation in the Jupiter patch is desired, to allow
both image correction and correction for photometry obtained from sources
within the patch.

e Extending the time dependent sensitivity analysis in the grisms to include
wavelength dependence

e Calibrating wavelength variation in the UV grism, across the detector

e Refining the characterisation of large scale sensitivity variations
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12 Appendix A: Calibration stars

Table 23 lists the sources used in the calibration of OM

Table 23: Stars used in the Calibration of the Optical Monitor.

Star name Type Purpose

BPM 16274 DA.. time sensitivity variations, wavelength of
Visible grism

HZ 2 DA3 D time sensitivity variations, grisms flux, ef-
fective area, zero points, count rate to flux
conversion

GD 153 DAw... time sensitivity variations, grisms flux, ef-
fective area,zero points, count rate to flux
conversion

GD 50 DA D effective area, zero points, count rate to
flux conversion

HZ 4 DA: D effective area, zero points, count rate to
flux conversion

G93-48 DA3 D effective area, zero points, count rate to
flux conversion

LTT 9491 DCD effective area, zero points, count rate to
flux conversion

LB 227 DA: D effective area, zero points, count rate to
flux conversion

SA 95-42 Landolt photometry, large scale sensitivity

standard
field

EXO 0748-67 star field large scale sensitivity

G 153 star field colour transformations, geometric distor-
tion

HD 5980 star field colour transformations

M 67 cluster colour transformations

HD 13499 F5V UV grism wavelength

HD 221996 F5V UV grism wavelength

HD 224317 F5V UV grism wavelength

Sco X1 star field geometric distortion of grisms
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13 Appendix B: Summary of errors and repeatability

Table 24 gives the errors of the different calibration items of OM.

Table 24: Errors in the Calibration of the Optical Monitor.

Astrometry
mean offset (arcsec) | standard deviation (arcsec)
Right Ascension -0.36 1.5
Declination 0.54 1.6
Photometry
Magnitudes V, B : 2% ‘ U: 10%
Flux conversion 2% to 7% depending on filter
Grisms Spectroscopy
Wavelength Visible grism (A) UV grism ( A)
7.5 2.0
Possible offset up to 20 A
Flux Less than 10 % - Worst at the long wavelength end

As part of the routine calibration observations we use three standard stars, GD 153, Hz
2 and BPM 16274. Table 25 shows a summary of 16, 18 and 36 observations of these
stars respectively. All data have been processed with SAS 18.0 applying all corrections
described in this document.

It can be seen that measurements of the standards, performed along the life of the in-
strument, show scatter (standard deviations) in each filter of less than 3.5%, most being
less than 2%. We note that the data of the standards are corrected for time-dependent
sensitivity loss based on analysis of the ’constant’” bulk sources in the OM catalogue (see
section 3.1) but we draw attention to the fact that in the V and UVW?2 filters, the un-
corrected count rates of the standards decline more slowly than the bulk sources after
2010, by as much as ~5%. One anticipates that the corrected timeseries of the standards
should be statistically flat as they are constant sources but as their count rates in table
25 are corrected using the steeper declines measured in the bulk source, this yields rising
corrected count rates for the standards after 2010 in the V and UVW?2 filters, and this
is the cause of the enhanced scatter (standard deviation or percentage error in the table)
seen in these two filters. This is further discussed in appendix D.

14 Appendix C: Flux steps in Fast mode and imaging photom-
etry taken in default mode

Exposures taken in default imaging mode comprise 5 temporally sequential sub-exposures,
each sub-exposure consisting of 2 windows: one is a large, low resolution (LR) (1”7 x 17
pixels) window that covers a different part of the field of view in each sub-exposure while
the other is a high resolution (HR) (0.5” x 0.5” pixel) one, 1.9” x 1.9 on a side, that
covers the same region at the centre of the field of view each time. In addition, up to 2
fast mode windows may be used in each sub-exposure.
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Table 25: OM measured count rate (cts/s) repeatability

\ GD 153 \ Hz 2 \ BPM 16274 |
filter ~mean stdev error(%) mean stdev error(%) mean stdev error(%)
UVW2 8347 1.44 1.7 23.87 0.53 2.2 14.75  0.25 1.7

UVM2 162.1 24 1.5 48.31  0.60 1.2 3031 0.31 1.0
UVW1 330.8 4.5 1.3 1119 14 1.3 72.90 0.70 1.0
U 4216 6.2 1.5 168.8 1.5 0.9 1126 0.8 0.7
B 2839 2.7 0.9 148.7 1.3 0.9 107.7 1.0 0.9

\Y% 71.60 1.63 2.3 44.07  1.52 3.4 33.18  0.82 2.5

It has been found that the count rate measurements of brighter sources measured in
the 5 repeated central HR windows, and from the fast mode windows (if used), show a
systematic up-down-up-down step pattern of several percent (notably more prominent in
the fast mode data), that is independent of any intrinsic source variability. An example
is shown in figure 36. While there is some intrinsic source variability present, the step
pattern is clear and amounts to a (max — min)/mean ~4% in the imaging data and
~10% in the fast mode data. Similar effects are seen in the data of standard stars where
intrinsic variability is absent.

160

150

130

120

56617.6 56617.7 56617.8 56617.9
MJD

Figure 36: UVW2 fast-mode timeseries from 2 default mode exposures (10 sub-exposures) from
a source in observation 0728200201. Overlayed on these are the similarly corrected mean count
rates measured from the corresponding fast mode images (filled black circles), and from the
larger HR central imaging mode images (filled black diamonds) from the same sub-exposure.
The data have been corrected for coincidence loss and any PSF corrections, in the standard
manner. The amplitude of the residual variation in the fast mode data is substantially higher
than in the HR imaging data.

The key differences between each sub-exposure in a default mode set are the frame-time
and dead-fraction. This is because the frame-time and dead fraction of a sub-exposure
depend on the largest Y-axis boundary of any of the windows in it and, as the larger LR
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window of each pair in a sub-exposure has a different location, the frame-time changes
with sub-exposure. In principle, the coincidence-loss correction takes account of this (see
section 2.5) but there appears to be a residual, unresolved issue that affects the correction.
A further effect, possibly related to the PSF corrections, appears to amplify the effect in
fast mode data. Analysis is ongoing to isolate the underlying causes of the step effects
and will be reported, via a technical note, once identified and addressed.

It should be noted that, due to this step pattern issue, use of the default mode for fast
mode timing studies is now deprecated: users are steered to use the user-defined mode
where frame times and dead fractions are the same between exposures. Nevertheless, a
solution to the above-mentioned issue is still sought, to correct archival data taken in the
default mode.

15 Appendix D: Differences between the time-dependent degra-
dation seen in standards and OM catalogue sources

In section 3.1 it was mentioned that the analysis of the TDS degradation correction is
now performed using data from serendipitous stars that are deemed constant in the OM
catalogue, supplanting the original approach of using standard stars. It is, however, also
evident from figure 22, where the time series measurements of BPM16274 are corrected for
the degradation derived from the ’constant’ catalogue sources, that in the V. and UVW2
bands, the standard star count rates rise from about 2010 (rev 1800), whereas, being
a standard star, we would expect them to be constant. This rise, which is as much as
6%, is seen in each of the 3 main standard stars, and, to a lesser extent, in some Landolt
standards in the SA95 field.

The cause of this rising trend is not yet resolved. While it is natural to assume that
standard stars, being constant sources, should provide the most reliable measure of the
degradation, other potential factors, such as spatially localised sensitivity effects (espe-
cially perhaps, at the boresight where the standards, and target sources, have generally
been observed), mean the standards can not necessarily be taken as definitive. As noted
in section 2.8, no clear evidence was found for large-scale variations in sensitivity and so
none are incorporated into the flat-field map, but the spatial scales sampled could well
miss small localised effects. The statistical constraints on the flat-field measurements
and the pixel-to-pixel variations (section 2.2) also mean an unrecognized variation of up
to about 5% could be present. Indeed if a localised sensitivity effect were a factor, use
of sources that sample the whole detector would, in principle, be more appropriate for
determining the general degradation. Nevertheless, there are arguments against localised
sensitivity degradation being the cause.

At the present time, this issue remains under investigation and when the cause is under-
stood and/or conclusions are reached, they will be reported through a technical note.

16 Appendix E: Corrections for the additional degradation at
the pn boresight

As discussed in section 3.4, the extra degradation at the pn boresight, due to the Jupiter
patch, can be corrected, approximately, using measurements of the standard stars. Below
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we present the coefficients, for each filter, of the correction function, in table 26, while a
tabulated form of the correction values, for each filter, for a grid of revolutions, is provided
in table .

Table 26: Coeflicients, for each filter, of the 3rd order polynomial functions fitted to the ratio
of the LTT trend to the boresight decline trend. The correction factor, C(r), is thus C(r) =
ko + k1.7 + ko.7% + ks.r3 where r is the revolution number at the observation epoch. The count
rate of a source observed at the pn boresight, already corrected for coincidence-loss and the
general TDS degradation, should be multiplied by this factor.

Filter ko k1 ko ks
A% -6.94305e-07  0.000743312 -1.77693e-07 1.56762e-11
B -7.12295e-07  0.000753803 -1.83664e-07 1.61707e-11
U -7.43078e-07 0.000771140 -1.91539e-07 1.66500e-11
UVW1 -7.93020e-07 0.000794621 -2.01392e-07 1.74394e-11
UVM2 -8.17712e-07 0.000778647 -2.00102e-07 1.74789e-11
UVW2 -7.92992e-07 0.000773698 -1.94619e-07 1.70635e-11
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Table 27: Correction factors, for each filter, for correcting count rates of sources at the pn
boreight for the extra degradation. Values are given for a fixed grid of revolutions. These
values can be linearly interpolated for other epochs. Points beyond revolution 4284 represent an
extrapolation of the correction function but as this is nearly linear since rev 3224, the implied
correction for epochs > rev 4284 should be accurate to better than 1%. However, note also
that the numerator (LTT) used in computing the correction curve involves offset data taken
after the Jupiter observation. There is an uncertainty associated with this of up to ~2% in
the V filter, due to the uncertainty in the constant residual level of the exponential (in the
absence of a full characterisation of any time and filter dependent spatial sensitivity variations,
we can not rule out some differences in the rates measured at offset locations relative to the pn
boresight). Nevertheless, extrapolating the fits obtained from the pre-JO boresight data alone,
shows consistency with the offset data, in all filters, within about 2%
Revolution A% B U UVW1 UVM2 UVW2
3224.0 1.075 1.063 1.0563 1.053 1.016 1.043
3274.0 1.079 1.067 1.056 1.055 1.018 1.046
3324.0 1.083 1.070 1.058 1.057 1.019 1.048
3374.0 1.087 1.074 1.061 1.058 1.021 1.050
3424.0 1.091 1.077 1.063 1.060 1.022 1.052
3474.0 1.095 1.080 1.065 1.061 1.023 1.054
3524.0 1.099 1.083 1.068 1.062 1.024 1.056
3574.0 1.102 1.086 1.070 1.064 1.025 1.058
3624.0 1.106 1.089 1.072 1.065 1.026 1.060
3674.0 1.110 1.092 1.073 1.066 1.027 1.062
3724.0 1.113 1.095 1.075 1.067 1.027 1.063
3774.0 1.117 1.098 1.077 1.068 1.028 1.065
3824.0 1.121 1.101 1.079 1.069 1.029 1.067
3874.0 1.124 1.104 1.081 1.070 1.030 1.069
3924.0 1.128 1.107 1.083 1.071 1.030 1.070
3974.0 1.132 1.110 1.085 1.072 1.031 1.072
4024.0 1.135 1.113 1.086 1.073 1.032 1.074
4074.0 1.139 1.116 1.088 1.074 1.033 1.076
4124.0 1.143 1.119 1.090 1.075 1.034 1.078
4174.0 1.147 1.122 1.092 1.076 1.035 1.080
4224.0 1.151 1.126 1.095 1.078 1.036 1.082
4274.0 1.155 1.129 1.097 1.079 1.037 1.084
4324.0 1.159 1.133 1.099 1.080 1.039 1.086
4374.0 1.163 1.137 1.102 1.082 1.040 1.089
4424.0 1.168 1.140 1.104 1.084 1.042 1.091
4474.0 1.173 1.144 1.107 1.086 1.044 1.094
4524.0 1.177 1.148 1.110 1.088 1.046 1.097
4574.0 1.182 1.153 1.113  1.090 1.048 1.100
4624.0 1.188 1.157 1.117  1.092 1.050 1.103




